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Recent work has shown that singlet states in two-spin systems can possess lifetimes exceeding the T1

relaxation time, provided that the system is kept under conditions that minimize the effects of the chem-
ical shift Hamiltonian (for instance under low magnetic field or RF irradiation). Similar observations have
been made in hyperpolarized states of multi-spin systems prepared via parahydrogen-induced polariza-
tion (PHIP). However, lifetime prolongation mechanisms in multi-spin systems are still under investiga-
tion. Here we present experimental observations of a long-lived state in a three-spin system prepared by
PHIP and stored at low field. The observed lifetime of the long-lived state is 144s, about twice as long as
the longest T1 measured in the system at high field. The results are analyzed using a recently proposed
theory of lifetime prolongation in multi-spin systems in low field. It is shown that quantum mechanical
selection rules governing intramolecular dipolar relaxation in low field account for the enhanced lifetime
and spectral features of this state.

� 2008 Elsevier Inc. All rights reserved.
1. Introduction

Nuclear magnetic resonance is a remarkably powerful tool.
However, its low intrinsic sensitivity imposes significant limita-
tions on many of its applications. Over the years, a number of sig-
nal enhancement strategies based on hyperpolarization have been
developed, including Dynamic Nuclear Polarization (DNP) [1,2] and
parahydrogen-induced polarization (PHIP) [3–5]. These techniques
have been applied to studies in chemistry [5] and biochemistry
[6,7]. Recently, liquid-state hyperpolarized media have been ap-
plied to in vivo MRI [8–14]. One of the challenges of potential appli-
cations of hyperpolarized liquid media is their relatively short
lifetime. Even with the use of long T1 nuclei like 13C, the lifetimes
of the enhanced signals are typically a few minutes. This is a seri-
ous drawback, particularly in applications of hyperpolarization to
studies of metabolic processes that require signal persistence over
significantly longer time scales. Thus, prolonging hyperpolariza-
tion lifetimes may open a range of new possibilities for NMR and
MRI applications.

Recently, a series of results was presented [15–17] that might
help to substantially prolong the lifetime of NMR signals and can
be potentially applied to hyperpolarized media. In studies of
two-spin systems [15–17], it was shown that singlet states in iso-
lated spin pairs are long-lived under suitable conditions. Such
states can possess lifetimes much longer than the standard spin–
lattice relaxation time T1. The lifetime enhancements require mag-
netic equivalence between the two spins, which can be achieved
ll rights reserved.

Grant).
either by keeping the samples in low field [15,17] or via application
of a suitable RF pulse train [17–19]. Under these conditions, in the
isolated spin pair, quantum mechanical symmetry considerations
imply that the singlet state is immune to the major mechanism
of relaxation in liquid-state NMR, namely intramolecular
dipole–dipole interactions. Indeed, lifetimes more than an order
of magnitude longer than T1 have been observed [15,16,20]. This
methodology has already been proposed for the study of slow dif-
fusion [20] and slow dynamic processes [21]. The combination of
the long-lived states with hyperpolarization may provide the
means necessary to extend applications of hyperpolarized NMR
and MRI to timescales that are currently inaccessible.

Long-lived states based on singlet states are of particular rele-
vance to hyperpolarization via PHIP. This technique employs a
hydrogenation reaction with parahydrogen (hydrogen gas with
an excess of the spin-singlet ‘para’ nuclear spin state relative to
the spin-triplet ‘ortho’ state) to produce hyperpolarized samples.
Simplistically, the two hydrogen atoms that are added to the mol-
ecule during hydrogenation are in a singlet state immediately after
the reaction. The singlet, however, is NMR silent, and the usual pre-
requisite of the successful PHIP hyperpolarized agent is that the
two hydrogen atoms are magnetically inequivalent in the product
compound [3]. In one version of the PHIP technique known as
ALTADENA (adiabatic longitudinal transport after dissociation
engenders net alignment) [22], the sample is hydrogenated outside
magnet in a low field area and then adiabatically transported to
high field. In this scheme the two added protons are equivalent
in low field and become inequivalent at high field, where the
hyperpolarization is observed. Because the sample is prepared at
low field, and because long-lived states are most readily observed
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under low-field conditions, ALTADENA provides ‘natural’ condi-
tions for observation and study of long-lived states originating
from singlet states. Indeed, lifetime prolongations have been ob-
served in generic multi-spin systems prepared using ALTADENA
and stored for a period of time at low field prior to NMR measure-
ments [23].

The mechanisms of singlet state lifetime prolongation are well
understood in the case of an isolated spin pair [17]. However, in
multi-spin systems the addition of one or more spins to a two-
spin singlet state breaks the symmetry required for immunity
from dipolar interactions. The mechanism of lifetime prolonga-
tion in multi-spin systems is still under investigation, and num-
ber of hypotheses have been proposed [24–26]. One of them,
introduced in Ref. [26], shows that in the low magnetic field lim-
it, a quantum mechanical selection rule dictates that transitions
between certain pairs of states cannot be mediated by dipolar
interactions. Hence, some relaxation pathways available at high
field are forbidden at low field. This may lead to lifetime
enhancement if all of the transitions from the particular state
are forbidden, or if the transitions that are not expressly forbid-
den by the selection rule happen to be greatly suppressed. We
will refer to states that have extended lifetimes due to this
mechanism as long-lived Dipolar Selection Rule (DSR) states
[27]. This term is introduced in order to specify a particular
mechanism of lifetime prolongation and to avoid making the
implication that dipolar selection rules are the only possible
mechanism of lifetime prolongation.

The main purpose of the work presented here is to provide an
experimental test of quantum mechanical selection rules derived
earlier in Ref. [26]. We have employed ‘delayed ALTADENA’
experiments, similar to the scheme used in Ref. [23]. A model
compound approximating an ideal three-spin system was hyper-
polarized. The three-spin system is the smallest non-trivial multi-
spin system that can be used for modeling relaxation dynamics in
low field. An analysis of the spectral features and numerical sim-
ulations provide information about the nature of the experimen-
tally observed long-lived state. This analysis can be also viewed
as an expansion to three-spin systems of the original analysis of
the ALTADENA experiment in two-spin systems [22]. The quan-
tum mechanical selection rules governing dipolar relaxation at
low field [26] are briefly re-stated here and a detailed analysis
of the density matrix behavior at low field and spectral features
at high field are derived. It is shown that the selection rules act-
ing at low field [26] indeed account for the observed lifetimes and
spectral features of the states observed here and in similar cases
in Refs. [23,25].
2. Theory

2.1. Multi-spin system at low field

In the low magnetic field regime, where the chemical shift dif-
ferences between the spins are much smaller than the scalar cou-
plings, the motion averaged Hamiltonian contains scalar coupling
terms only:

H0 ¼
X
k<l

2pJkl
~Ik �~Il ð1Þ

This approximation is applicable in fields where jdk � dlj �
j2pJmnj, i.e., where the chemical shift differences are smaller than
the scalar couplings. This ‘low field’ regime can be achieved by
either placing the sample in a weak field, or by application of suit-
able RF irradiation while at high field. In the following we will con-
centrate on the former, since this is the case of the direct relevance
to the experiments discussed here. However, the theory described
is extendable to the high-field case. The Hamiltonian (Eq. (1)) and
the total spin,~I ¼

P
k
~Ik, can be diagonalized with the same choice

of basis [26]. The energy eigenstates can be denoted by jjm,Ei,
where j is the total spin angular momentum, m is the magnetic
quantum number m = �j . . . + j, and E is, in general, a non-angular
quantum number that distinguishes between different multiplets
that have the same value of j. Here it is chosen to be the energy.
For instance, the three-spin system, which is of particular rele-
vance to the following discussion, has total of 8 eigenstates: a
degenerate quadruplet with j = 3/2 and two degenerate doublets
with j = 1/2, each doublet characterized by an individual energy va-
lue (Fig. 1).

Intramolecular dipolar relaxation is mediated by the Hamilto-
nian [28]

HDD ¼ �
X
k<l

bkl
ð~rkl �~IkÞð~rkl �~IlÞ

r2
kl

� 1
3
~Ik �~Il

 !
ð2Þ

where bkl ¼ 3l0c2�h=4pr3
kl and ~rkl is the (time-dependent) vector

connecting spins k and l.
In a previous publication [26] it was shown that in the low field

limit the matrix elements of the dipolar Hamiltonian (Eq. (2)) in
the eigenbasis jjm,Ei obey the following selection rule:

j0m0; E0jHDDjjm; E
� �

¼ 0 if j 6¼ jj0 � 2j; . . . ; j0 þ 2; ð3Þ

which holds for all orientations of the molecule and at every instant
of time. The selection rule, Eq. (3), dictates that some elements of
the dipolar Hamiltonian matrix must vanish; however, other matrix
elements may ‘accidentally’ be small or even vanish, depending on
the specifics of the spin system.

To first-order in perturbation theory, intramolecular dipolar
interactions cannot mediate transitions between states whose j
values violate the selection rule in Eq. (3). This leads to a situation
where equilibrium can only be achieved via higher order relaxation
pathways. If, in addition, one or more of the allowed transitions
along these pathways is small, it can lead to the creation of relax-
ation ‘‘bottlenecks” when some of the states decay significantly
more slowly than others, and hence are long-lived [26]. We refer
to such states as long-lived DSR states [27] in order to distinguish
these states from states whose lifetimes may be prolonged by
other mechanisms. The degree of enhancement will vary depend-
ing upon the geometry and scalar couplings of the system. More-
over, once a long-lived state has been identified, one can predict
the NMR spectrum of this state as a function of flip angle; the
experimentally acquired spectrum can then be used as an explicit
test of the theoretical prediction.
2.2. Delayed ALTADENA experiments in the three-spin system

2.2.1. Low field and adiabatic transport to high field
In the three-spin system in low field the scalar coupling Hamil-

tonian is given by:

H ¼ 2pðJ12
~I1 �~I2 þ J13

~I1 �~I3 þ J23
~I2 �~I3Þ: ð4Þ

This Hamiltonian can be diagonalized using a basis set of eigen-
states of the total spin angular momentum, jjm,Ei. The j = 3/2
states eigenvectors are given by:

j3=2;mi ¼ fjaaai; ðjaabi þ jabai þ jbaaiÞ=
ffiffiffi
3
p

; ðjabbi þ jbabi

þ jbbaiÞ=
ffiffiffi
3
p

; jbbbig; ð5Þ

and the energy of these states is:

E3=2 ¼
p
2
ðJ12 þ J13 þ J23Þ �

p
2

J: ð6Þ

The eigenvectors for the two j = 1/2 doublets are given by:
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Fig. 1. Schematic energy level diagram of the three-spin system in low (jxk �xlj � Jmn) and high magnetic fields. The dotted lines indicate adiabatic transformation of the
energy levels from low to high field, for the particular choice of j-couplings and chemical shift values, as discussed in the text.

48 E. Vinogradov, A.K. Grant / Journal of Magnetic Resonance 194 (2008) 46–57
j1=2;m; Eþi ¼ cos wj1=2;miA þ sin wj1=2;miB;
j1=2;m; E�i ¼ � sin wj1=2;miA þ cos wj1=2;miB

ð7Þ

for m = 1/2, �1/2, and the corresponding energy eigenvalues are:

E� ¼
p
2
ð�J � 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J2

12 þ J2
13 þ J2

23 � J12J23 � J13J23 � J12J13

q
Þ

� p
2
ð�J � DÞ ð8Þ

In Eq. (7), w is a mixing angle that is a function of the scalar cou-
plings. The expression for w as well as a more detailed derivation
of Eqs. (5)–(8) was given in Ref. [26] and is repeated in Appendix
1 for convenience.

The low field density matrix has the general form

qlowðtÞ ¼
X

qjj0mm0EE0 ðtÞjjm; Eihj
0m0; E0j: ð9Þ

For the case of systems prepared via PHIP, a few observations
simplify the expression in Eq. (9). First, because the hydrogena-
tion reaction is carried out over a period of a few seconds, differ-
ent molecules are hydrogenated at different instants of time.
Even assuming that each individual reaction is essentially instan-
taneous, the spread in reaction times over the population leads
to an averaging of the density matrix that nulls any coherences
between states of different energy. Hence the density matrix is
diagonal in j and E except in the case of systems with accidental
degeneracies. In addition, even very weak magnetic fields (e.g.
the earth’s field) will lead to further averaging that nulls coher-
ences that are off-diagonal in m [29]. These field strengths do
not give rise to significant deviations from the low-field limit de-
scribed above. Finally, when parahydrogen is added to a larger
molecule at low field, neither the initial molecule nor the added
hydrogen nuclei carry any net angular momentum about any
particular axis; consequently states with the same j and E but
different m have equal populations immediately after the hydro-
genation. In addition, as long as the ‘low field’ regime is valid,
the populations of levels with the same j and E but different
m values will be approximately equal at later times as well.
Hence, only three population values are sufficient to describe
the low-field density matrix at any time: q�(t), q+(t) and q3/2(t),
corresponding to the populations of j1/2,m, E�i, j1/2,m,E+i and
j3/2,mi, respectively. This parametrization in terms of just three
populations can be validated, for the case of PHIP initial
conditions, by computing the time dependence of all 8 popula-
tions as a function of time using the rate matrix derived in
Ref. [26].

At low field the Boltzmann factor is extremely small, and to a
good approximation the equilibrium populations are distributed
equally between different energy levels. Hence, the equilibrium
density matrix at low field is proportional to the identity matrix:
qlow

eq ¼ 1=2N , where N is the number of spins.
In ‘delayed ALTADENA’ experiments [23] hydrogenation is per-

formed at low field, followed by an evolution period at low field of
varying length, s, after which the sample is adiabatically trans-
ferred to high field where the spectrum is measured. In the adia-
batic transfer the density matrix is not disturbed and the
populations are preserved. The high-field energy levels depend
on the specific combination of the chemical shifts (di) and scalar
couplings in the product compound. The high-field density matrix
can be determined in terms of the low-field populations q�(s),
q+(s) and q3/2(s) by examining the time evolution of the matrix un-
der adiabatic transport from low field to high field. The following
assumptions and observations will be used to provide a semi-
quantitative analysis of the adiabatic transfer. First, we will assume
that the system is weakly coupled at high field (i.e., that the scalar
couplings are much smaller than the chemical shifts) and that as a
result the high-field eigenstates are given by product spin states.
Second, note that the m value has to be preserved throughout
the transfer because the Hamiltonian commutes with Iz at all
times. This is because the Hamiltonian consists of the scalar cou-
plings in Eq. (1) together with a Zeeman term. In the case where
the field is always oriented along the z axis, the Hamiltonian
clearly commutes with Iz. In an actual experiment the direction
of the field may undergo adiabatic changes, but provided that the
changes are sufficiently slow the longitudinal magnetization is still
conserved. As a result, the low-field j3/2, � 3/2i state can only
transfer into the jaaai state at high field (here we take the conven-
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tion that the a state is spin-down). In general, any of the three
m = 1/2 states in low field may transfer into any of the m = 1/2 high
field states. The same applies to m = �1/2 states. The most accurate
way to establish the high field populations corresponding to any
given low field m = 1/2 (or �1/2) state is by performing a series
of computations beginning with a low-field population in a speci-
fied state and simulating the transport of this population to high
field. Here, we will assume that the eigenvalues remain distinct
throughout the transfer (no energy level crossings among levels
with a given m value). In this case the order of the eigenstates with
a given value of m is preserved between low field and high field:
the lowest energy eigenstate in low field will transfer to the lowest
energy eigenstate at high field, intermediate into intermediate and
the highest to highest. The resulting correspondence between low-
and high-field states is indicated by the dotted lines in Fig. 1. This
conclusion was verified by numerical solution of the evolution
equation i�h _qðtÞ ¼ ½HðtÞ;qðtÞ� with a time-dependent magnetic field
that begins at zero and ramps up linearly and adiabatically to
400 MHz field strength over a period of at least 10 seconds. In cases
where levels with a given m value undergo crossings during adia-
batic transport, numerical computations or Landau–Zener methods
[30,31] can be used to determine the high-field populations. Dur-
ing this adiabatic transport, the system undergoes a transition
from low-field relaxation dynamics to high-field relaxation
dynamics. Given that the transport time is relatively short in com-
parison to the low-field evolution time and that the time spent at
high field prior to data acquisition is also quite brief, we will as-
sume that relaxation processes during this time do not qualita-
tively modify our conclusions.

Using the aforementioned arguments and assuming that
d1 > d2 > d3, Jmn > 0 and jdk � dlj > j2pJmnj the traceless part of the
density matrix in the high field can be written in operator form as:

qhighðsÞ ¼ ðqþ � q�ÞI
1
z I3

z � ðqþ � q3=2ÞI
1
z I2

z � ðqþ � q3=2ÞI
2
z I3

z

þ 1
2
ðq� � q3=2ÞðI

3
z � I1

z Þ ð10Þ

Where s is the evolution time spent in low field before the begin-
ning of the adiabatic transport period. All the populations in Eq.
(10) depend on s; the explicit dependence in Eq. (10) has been
omitted for brevity. The high field matrix elements for general Jmn

values are given in Appendix 2. Eq. (10) was derived in terms of spin
operators by using the identities jaihaj = (1/2 � Iz), jbihbj = (1/2 + Iz).
For instance, in the three-spin system case, jabaihabaj ¼
ð1=2� I1

z Þð1=2þ I2
z Þð1=2� I3

z Þ. We emphasize again that Eq. (10) as-
sumes that the system is weakly coupled at high field. As will be
seen in the ensuing, this approximation is adequate for the qualita-
tive description of the experimental results. However, it is by no
means an exact quantitative expression valid for all chemical shifts
and scalar couplings.

The observed spectrum after the application of a detection pulse
on the density matrix in Eq. (10) will depend strongly on the flip
angle. The qualitative spectral intensities at different frequencies
as a function of the flip angle and population differences are given
in Table 1.
2.2.2. Initial state
In ALTADENA experiments, the addition of parahydrogen occurs

outside the magnet at low field. Because the parahydrogen carries
no net spin, the density matrix of the three-spin product molecule
immediately after the reaction has zero population in the j = 3/2
states; the initial density matrix has populations in the j = 1/2
states only. In general, these populations will deviate significantly
from thermal equilibrium. Typically, the hydrogenation is carried
out over a short period of time. Approximating the chemical reac-
tion as instantaneous addition and using the quantum mechanical
‘sudden’ approximation to compute the initial populations, the
non-trivial part of the density matrix is given by

q�ð0Þ ¼
1
2
vjh1=2;m; E�jsij2; q3=2 ¼ 0 ð11Þ

where v is a fraction constant in the range 0. . .1 and jsi denotes the
singlet state of the added parahydrogen. The fraction constant, v,
depends on the efficiency of the chemical reaction and parahydro-
gen purity [4]. The enriched parahydrogen employed in our exper-
iments was prepared at liquid nitrogen temperature and therefore
contains a significant fraction of orthohydrogen. However, the pres-
ence of orthohydrogen modifies only the magnitude of the polar-
ized spectrum, and not its shape. Hence, v gives an overall scaling
of the results and in the following it will be assumed to be equal
to 1 and omitted.

The initial populations q�(0) and q+(0) will depend on the
details of the hydrogenation and scalar couplings in the product
compound. For the 3-spin system with spins 1, 2, and 3 labeled,
as above, in order of decreasing chemical shift at high field,
there are three possible hydrogenation outcomes, depending
upon whether spins 1 and 2 originate from the parahydrogen,
or spins 2 and 3, or spins 1 and 3. We denote these possibilities
by para12, para23, and para13. Using the eigenstates described
above (Eqs. (5)–(8)), the initial populations for each case are gi-
ven by

qþð0Þ¼
1
8
ðcoswþ

ffiffiffi
3
p

sinwÞ2; q�ð0Þ¼
1
8
ðsinw�

ffiffiffi
3
p

coswÞ2 for para12

qþð0Þ¼
1
8
ðcosw�

ffiffiffi
3
p

sinwÞ2; q�ð0Þ¼
1
8
ðsinwþ

ffiffiffi
3
p

coswÞ2 for para13

qþð0Þ¼
1
2

cos2 w; q�ð0Þ¼
1
2

sin2 w for para23

ð12Þ

Hence, the initial population distribution will depend on the
scalar couplings of the product compound through the mixing angle
w.

It is worth noting that, immediately after hydrogenation, the
intensities at the frequencies d1 � 1

2 ðJ12 þ J13Þ and d3 � 1
2 ðJ23 þ J13Þ

will depend only on q�(0) because q3/2(0) = 0 immediately after
hydrogenation (Table 1). Likewise, the lines around d2 will depend
only on q+(0).

For instance, a 90� flip at s = 0 will result in a spectrum pro-
portional to the populations of the states j1/2,m,E�i only. It is
interesting to note that in this case the lines will be observed
only around the spin 1 and 3 spectral positions, irrespective of
which spins originate from parahydrogen. The overall intensity
of the spectrum will change, depending on degree of the chemi-
cal yield and hyperpolarization that is achieved. An unfortunate
case might occur if spins 2 and 3 originate from the parahydro-
gen, and the scalar couplings are such that w is zero or very
small. In this case no intensity (or very low intensity) will be ob-
served with a 90� detection pulse, regardless of the hyperpolar-
ization efficiency. This marked dependence of the spectrum on
the choice of flip angle is a complicating factor of PHIP measure-
ments and was studied before in a two-spin systems [22]. These
observations will be useful in interpreting the experimentally ob-
served spectra in the light of detailed information about the den-
sity matrix at low field.

2.3. Relaxation and long-lived states

After the initial hydrogenation, the populations start to decay to
their equilibrium values under the influence of various relaxation
mechanisms. We shall assume that intramolecular dipolar interac-
tion is the major relaxation mechanism for protons at low field.
Using the 3 level parametrization of the full 8-by-8 relaxation ma-



ch 3ðw� þwþÞsh �2Schþ2ð�3w� þ5wþÞsh

chþð�7w� þ9wþÞsh �2Schþ2ð5w� �3wþÞsh

ch ð5w� �3wþÞsh 2Sch�2ðw� þwþÞsh

1
CA
1
CAðqð0Þ�qeqÞþqeq

Table 1
Signal intensities as a function of a flip angle (u) and the population differences

Frequency Intensity Intensity (s0) Intensity (slong)

u = 90 u = 45 E� long-lived E+ long-lived

u = 90 u = 45 u = 90 u = 45

d1 þ 1
2 ðJ12 þ J13Þ sinu {(q� � q3/2)(1 + cosu)} q� 1.2q� q� � q+ 1.2 (q� � q+) 0 0
þ 1

2 ðJ12 � J13Þ sinu{(q� � q+) (1 � cosu) � (q3/2 � q+)(1 + cosu)} q� 0.2 q� + q+ q� � q+ 0.2 (q� � q+) 0 (q+ � q�)
� 1

2 ðJ12 � J13Þ sinu{(q� � q+) (1 + cosu) � (q3/2 � q+)(1 � cosu)} q� 1.2q� � q+ q� � q+ 1.2 (q� � q+) 0 �(q+ � q�)
� 1

2 ðJ12 þ J13Þ sinu {(q� � q3/2)(1 � cosu)} q� 0.2q� q� � q+ 0.2 (q� � q+) 0 0

d2 þ 1
2 ðJ12 þ J23Þ 2(q+ � q3/2) sinucosu 0 q+ 0 0 0 (q+ � q�)
þ 1

2 ðJ12 � J23Þ 0 0 0 0 0 0 0
� 1

2 ðJ12 � J23Þ 0 0 0 0 0 0 0
� 1

2 ðJ12 þ J23Þ �2(q+ � q3/2)sinu cosu 0 �q+ 0 0 0 � (q+ � q�)

d3 þ 1
2 ðJ23 þ J13Þ �sinu {(q� � q3/2)(1 � cosu)} �q� �0.2q� q+ � q� 0.2(q+ � q�) 0 0
þ 1

2 ðJ23 � J13Þ �sinu{(q� � q+) (1 � cosu) � (q3/2 � q+)(1 + cosu)} �q� �1.2q� + q+ q+ � q� 1.2(q+ � q�) 0 (q+ � q�)
� 1

2 ðJ23 � J13Þ �sinu{(q� � q+) (1 + cosu) � (q3/2 � q+)(1 � cosu)} �q� �0.2q� � q+ q+ � q� 0.2(q+ � q�) 0 �(q+ � q�)
� 1

2 ðJ23 þ J13Þ �sinu{(q� � q3/2) (1 + cosu)} �q� �1.2q� q+ � q� 1.2(q+ � q�) 0 0

Intensities are given up to an overall factor and phase, for J12 > J23 > J13.

50 E. Vinogradov, A.K. Grant / Journal of Magnetic Resonance 194 (2008) 46–57
trix [26], as described earlier, the evolution of populations at low
field can be determined using the rate matrix:

d
dt

qþ
q�
q3=2

0
B@

1
CA ¼ 3l2

0c4�h2sc

40p2r6
12

�10wþ 0 10wþ
0 �10w� 10w�

5wþ 5w� �5ðwþ þw�Þ

0
B@

1
CA

�
qþ
q�
q3=2

0
B@

1
CA�

qeq

qeq

qeq

0
B@

1
CA

0
B@

1
CA: ð13Þ

Here qeq is the equilibrium population, qeq 	 0.125. The asymmetric
form of the matrix appearing in Eq. (16) is a consequence of the dif-
ferent numbers of states in j = 1/2 multiplets and j = 3/2 multiplets;
it is readily shown to correspond to the full 8-by-8 matrix of Ref.
[26] for the special case of PHIP that is considered here. The dimen-
sionless functions w� and w+ determine the rate of transitions from
the two j = 1/2 (E� and E+) states to the j = 3/2 states and depend on
the geometry of the molecule. The detailed derivation of the func-
tions w� and w+, assuming the extreme narrowing regime, is given
in Ref. [27]. Their explicit expressions are repeated in Appendix 3.
The geometry of a 3-spin system can be described using two para-
meters: the ratio, k, between jr13j and jr12j and the angle, h, between
~r12and ~r13 (See Fig. 2, insert). The rate constants w� and w+ are
functions of k and h, as well as of the mixing angle w. Furthermore,
w� and w+ are connected through simple transformation
w�(w) = w+ (w + p/2). As required by the selection rule in Eq. (3),
the rates for direct transitions between E� and E+ states vanish.

Examination of the relaxation matrix Eq. (13) reveals features
that can result in the creation of long-lived DSR states. First, the
E+ and E� populations cannot equilibrate amongst themselves via
direct transitions. Their equilibration process must proceed
through intermediate transitions to j = 3/2 levels with the rates
w� and w+. If one of the rates (w� or w+) happens to be small, it will
create a sort of ‘bottleneck’ in the relaxation process, thereby sta-
bilizing the population of one of the j = 1/2 states. If either of the
functions w� or w+ happens to be exactly equal to zero the popu-
lation of the one of the states becomes effectively trapped.

The solution of Eq. (13) describes the evolution of populations
at low field under the influence of dipolar relaxation:

qlowðs0Þ ¼ Q þ
exp �15
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Here s0 ¼ ð40p2r6
12=3l2

0c4�h2scÞt is a dimensionless scaled time vari-
able. In general, the time dependence of the populations is bi-expo-
nential. However, if either w� or w+ is zero (or significantly smaller
than the other), one of the two exponential rates tends to zero,
while the other tends to 15w� or 15w+ depending upon whether
w+ or w� is small. In this case the state with the vanishing (or small)
decay rate becomes immune (or almost immune) to intramolecular
dipolar interactions, and is consequently long-lived. The whole sys-
tem will approach equilibrium slowly in these cases, with a rate dic-
tated by the rate constant of the long-lived state. This slow decay
rate can be calculated from Eq. (14) using a first-order expansion
around w� = 0 or w+ = 0. After a long evolution period at low field
this situation will result in one of the two following options for
the traceless part of the density matrix operator in the high field
prior to observation:

qhighðslongÞ ¼ e�
40w�slong

3
3q�ð0Þ � qþð0Þ

3

� �
1
2
ðI3

z � I1
z Þ � I1

z I3
z

� �
for long-lived E� state

qhighðslongÞ ¼ e�
40wþslong

3
3qþð0Þ � q�ð0Þ

3

� �
ðI1

z I3
z � I1

z I2
z � I2

z I3
z Þ

for long-lived Eþ state

ð15Þ

Some of the populations have equilibrated between themselves
in this case (q+(slong) = q3/2(slong) for long-lived E� states and
q�(slong) = q3/2 (slong) for E+), however they are still not equal to
their equilibrium values.

Since w� and w+ are 90� out-of-phase in w, they cannot reach
their minimum value simultaneously in the same molecule, and
�

þ
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Fig. 2. Left: log (base 10) plot of the ratio, w�/w+, of the transition rates from the states E� (w�) and E+ (w+) which correlates with the ratio of the lifetimes of the population
imbalances in the corresponding states. Yellow contour marks level 0 and the spacing of the contours is 0.5. Right: the ratio, R, of the minimum non-zero eigenvalues of the
relaxation matrix in high field and low field. The spacing of the contours is 0.5. The ratios w�/w+ and Rare shown as a function of w and k for several values of h:3� (top), 90�
(middle), 52.42� (bottom). The black square on the bottom plots indicates estimated position of ethyl acrylate: h = 52.27�, k = 0.61, w = �47.18�. The insert illustrates the
definition of geometrical factors k and h.
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the situation when w� > w+ or w+ > w� may arise for a large variety
of couplings and show up often in experiments. Fig. 2, left, shows
the ratio w�/w+ for a number of geometries (parametrized by h
and k) and scalar coupling combinations (parametrized by the mix-
ing angle w). This figure can be used to predict whether one of the
j = 1/2 states will outlive the other and by what factor for a partic-
ular molecular geometry and scalar coupling values.

Which of the two j = 1/2 states is long-lived can be effectively
sorted out experimentally, in accordance with Eq. (15). The spectral
intensities for the two cases are summarized in Table 1 and an
example can be seen in Fig. 4. Notice, that in the case of a long-lived
E+ state, the density matrix is of the form I1

z I3
z � I1

z I2
z � I2

z I3
z and 90�

detection pulse will lead to no signal at all, while a 45� flip will lead
three anti-phase doublets centered on the three chemical shift val-
ues (see Table 1 and Fig. 4). These doublets are separated by the dif-
ference of the scalar couplings, J12 � J13 and J23 � J13, for chemical
shifts of spins 1 and 3, respectively, and by the sum of the scalar cou-
plings J12 + J23 for spin 2 (Eq. (15)). This is in contrast to the anti-
phase doublets obtained after application of a 45� pulse on a density
matrix of the form I1

z I3
z þ I1

z I2
z þ I2

z I3
z [25], where the doublets are sep-

arated by the sum of the scalar couplings (e.g. J12 + J13 for spin 1).
Hence, the theory presented here and in Refs. [26,27] leads to a
slightly different density matrix than that postulated in Ref. [25]
(namely I1

z I3
z � I1

z I2
z � I2

z I3
z instead of I1

z I3
z þ I1

z I2
z þ I2

z I3
z Þ. This subtle dif-

ference predicts slight differences in the observed spectrum. The
data presented here appear to support the theory of Refs. [26,27].
To estimate the possible lifetime enhancement of hyperpolar-
ized states in low field vs. high field, the relaxation matrix, Eq.
(13) can be diagonalized and the minimum non-zero eigenvalue
can be compared with the minimum non-zero eigenvalue of the
analogous matrix in high field. In the high field case we use the full
8-by-8 relaxation matrix corresponding to Eq. (13) for the case of a
system that is weakly coupled at high field. The low-field case con-
sists only of the sub-space relevant to the non-equilibrium states
created and observed in the delayed ALTADENA process, as dis-
cussed above. The high-field relaxation matrix spans the whole
8 � 8 population space [26]. While other metrics can be defined,
the minimum non-zero eigenvalue is relevant for the asymptotic,
long time behavior of the system. Fig. 2, right, shows the ratio
(R) of the minimum non-zero eigenvalues. Note that the areas
where w� 
w+ or w+
w� correspond well to the areas of sub-
stantial low-field lifetime prolongation. This is in agreement with
the previous argument, that if one of the rates connecting j = 1/2
states becomes small it may lead to prolonged lifetimes.
3. Experimental section

3.1. Parahydrogen preparation and hydrogenation reaction

Parahydrogenation of ethyl propiolate (Scheme 1) was used in
all the experiments. All the compounds are commercially available
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Scheme 1. Schematic of the hydrogenation reaction of ethyl propiolate with
parahydrogen (p-H2) to form ethyl acrylate. The hydrogen atoms in the product
molecule that form an isolated three-spin system are marked by numbers 1, 2,
and 3.
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from Sigma–Aldrich (St. Louis, MO) and were used without further
purification.

The parahydrogen was prepared by passing hydrogen gas
through a liquid nitrogen cryostat in the presence of an ortho–para
conversion catalyst (ferric hydroxide oxide (CAS 20344-49-4)).

The hydrogenation reaction was carried out in a 5 mm NMR
tube equipped with septum cap. Ethyl propiolate (CAS 623-47-2)
and rhodium catalyst ([1,4-bis(diphenylphosphino)butane] (1,5-
cyclooctadiene)rhodium(I) tetrafluoroborate, CAS 79255-71-3) dis-
solved in Acetone-d6 were placed in the NMR tube. Then, the tube
was manually filled with parahydrogen, sealed, and an additional
10 mL of parahydrogen was injected through the septum cap to
build extra pressure, estimated to be roughly 3 bars. The tube
was manually shaken for about 5 s, and the delayed ALTADENA
scheme as described in the next section, was followed. A typical
sample contained about 0.5 mL of acetone-d6, 300–400 mM con-
centration of ethyl propiolate, and 2 mg of the rhodium catalyst.
All spectra in Figs. 3–6 were obtained with ‘fresh’ samples taken
2300 2400 2500
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c

900 flip

experiment

simulation: para23

simulation: para12

δ (Hz)

Fig. 3. Experimentally measured (a and d) and simulated (b, c, e, f) spectra acquired
hydrogenation (s = 0) at low field. Arbitrary intensity units are used, with a common sca
that of the simulations.
from a same batch of the precursor solution in order to ensure that
they had the same composition. Different batches were used for
Figs. 3–6.

3.2. NMR spectroscopy

All the experiments were performed on a Varian INOVA
400 MHz wide bore spectrometer using a 5 mm high-resolution
probe.

Scalar couplings and chemical shift values were measured
experimentally in ethyl acrylate. The experimentally measured
chemical shifts were 6.28 ppm, 6.08 ppm and 5.81 ppm for protons
1, 2 and 3, respectively (the ppm scale was shifted to place d3 on
5.81 ppm). The experimentally measured scalar couplings were
J12 = 17.3 Hz, J13 = 1.4 Hz, J23 = 10.4 Hz. These values are in the
overall agreement with the values obtained from the on-line spec-
tral database (SDBSWeb: http://riodb01.ibase.aist.go.jp/sdbs/,
National Institute of Advanced Industrial Science and Technology,
Japan)).

To study the dynamics of non-equilibrium states in low field
conditions, delayed ALTADENA experiments [23] were performed
according to the following scheme: (1) hydrogenation reaction,
(2) evolution period at low field (less than 5 Gauss), (3) adiabatic
transfer to high field over a period of several seconds, and (4)
acquisition of an FID using 45� or 90� flip angle. The spectra were
acquired after s = 0 s and 180 s using 45� or 90� flip angles. In a
separate series of measurements, the spectra were acquired after
10 s, 20 s, 60 s, 120 s, 200 s, 300 s, 600 s evolution periods using a
45� flip angle.
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with 90� or 45� detection pulses (a–c and d–f, respectively) immediately after
le for the simulated spectra, and the scale of experimental spectra chosen to match

http://riodb01.ibase.aist.go.jp/sdbs/
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Fig. 4. Experimentally measured (a and d) and simulated (b, c, e, f) spectra, acquired with 90� or 45� detection pulse (a–c and d–f, respectively) after s = 180 s evolution period
at the low field. Arbitrary intensity units are used, with a common scale for the simulated spectra, and the scale of experimental spectra chosen to match that of the
simulations.
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4. Results and discussion

A schematic of the hydrogenation reaction for ethyl propiolate
is shown in Scheme 1. In the product compound, ethyl acrylate,
the scalar couplings of protons 1, 2, and 3 to other protons in the
molecule are very weak and to a very good approximation the pro-
tons 1, 2, and 3 form an isolated three-spin system. As always, the
protons were labeled in descending order of chemical shift.

Using the experimentally measured scalar coupling values in
ethyl acrylate the mixing angle w was calculated to be �47.18
degrees. Using standard bond lengths and angles, the ratio of the
vector radii lengths, k, was calculated to be 0.61 and the bond angle
between~r12 and~r13 is h = 52.27�. These mixing angle and geomet-
rical parameters are used to quantify the experimental results.

Fig. 3 displays experimentally measured (a and d) and simu-
lated (b, c, e, f) spectra acquired with a 90� or 45� detection pulse
(a–c and d–f, respectively) as soon as possible after hydrogenation
at low field (evolution time s = 0). Not all hydrogenation reactions
have the same stereoselectivity. While it is clear that proton 2 orig-
inates from parahydrogen, it is not necessarily clear which other
proton, 1 or 3, originates from parahydrogen. These two cases
can be distinguished, even without numerical simulations, from
analysis of the spectra obtained with different flip angles at s = 0.
As described in the Theory section, addition of protons 1 and 2 cor-
responds to para12 in Eq. (12), while addition of protons 2 and 3
corresponds to para23. The qualitative spectral intensities can be
calculated by substitution of w = �47.18� into Eq. (12) (see the dis-
cussion following the equation) and Table 1.
Qualitatively, from Eq. (12) and Table 1, the 90� pulse generates
lines around chemical shifts of spins 1 and 3 only, irrespective of
which of the two protons were pre-polarized. For spin 1 a quadru-
plet with equal intensities of 0.46 is predicted for para12 case, while
for para23 the quadruplet lines have intensity 0.27. Same spectral
features, but with the inverted intensities are expected for spin
3. Overall, this is indeed in agreement with the two simulated
cases (Fig. 3, (b)-(c)). However, in the simulations and in the exper-
iment there are also weak intensities around chemical shift of spin
2. These lines probably stem from the two sources: (i) small devi-
ations from the weak coupling regime in the high field that was as-
sumed here and (ii) imperfect pulse calibration (in the
experimental case). The experimental set-up has additional factors
that may cause deviations from the simulated spectra: the elevator
speed, hardware delays and the time required for the experiment-
ers to deliver the sample to the magnet resulted in about 8 seconds
delay between the end of the evolution period and the start of the
acquisition. About 4 seconds of this time is the actual adiabatic
transport from low to high field. We assume that relaxation during
this relatively brief period does not qualitatively modify our
conclusions.

While the cis vs. trans addition can be distinguished in the sim-
ulated 90� flip spectra, it is hard to say what case (para12 or para23)
is observed in the experiment. However, the experimental spec-
trum obtained with a 45� flip clearly distinguishes between the
two cases: from Fig. 3 it is evident that the hydrogenation follows
cis geometry, and that protons 2 and 3 have originated from the
parahydrogen (Compare Fig. 3 (d) and (e) vs. (d) and (f)). The agree-
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ment between experiment and simulations is satisfactory, and the
deviations are possibly stemming from the experimental imperfec-
tions as discussed above.
Fig. 6. The decay of the anti-phase signals as a function of the evolution period s at low fi
around d1 (j and d), d2 (N and .) and d3 (I and �). The vertical error bars are ±20% of
exponential decays of the signals using Table 1 and decay lifetimes of 218 s and 9 s. The ca
insert shows a comparison between the spectra collected after 300 s evolution period a
Next, the evolution period was extended up to 180s. Even after
this long evolution period, non-equilibrium signals were observed
following a 45� pulse, as shown in Fig. 4(d). The 90� detection pulse
produces essentially no signal, while 45� results in a spectrum con-
sisting of anti-phase doublets (Fig. 4, (a) and (d)). These spectra are
consistent with long-lived E+ states, as described in Eq. (15). Using
the geometrical factors and mixing angles for the ethyl acrylate,
the w�/w+ ratio in Fig. 2 indeed predicts that the lifetime of state
E+ is about 27 times longer than that of the E� state (the ethyl acry-
late position is marked by the black square on Fig. 2, left, bottom
plot). To confirm which state is long lived, simulations were per-
formed, assuming an extra population in either the E+ or E� states
(Fig. 4(b) and (e) or (c) and (f), respectively). These simulations
confirm that the E+ states are indeed long-lived (Compare Fig. 4
(d) and (e) vs. (d) and (f)).

Assuming that intramolecular dipolar interactions are indeed
the dominant cause of spin–lattice relaxation in this system, these
data lend support to the general picture of long-lived DSR states in
multi-spin systems that was presented in Ref. [26]. Both the selec-
tion rule on total spin and the relaxation ‘bottleneck’ imposed by
the small ratio of w�/w+ appear to be supported by the data.

To provide a more quantitative measurement of the lifetime
extension, and to study the system dynamics (Eq. (15)) more clo-
sely, spectra were acquired using a 45� flip angle after evolution
periods of 0s, 10s, 20s, 60s, 120s, 200s, 300s and 600s. The results
of these measurements are shown in Fig. 5. All the spectral inten-
sities are normalized by the reaction yield. Note that the line inten-
sities dynamically change between the 0s and 60s evolution
periods, and that the spectrum reaches the anti-phase shape con-
sistent with E+ states, as described earlier, at about 60s. Remark-
ably, the spectrum has still not returned to equilibrium after
600s in low field (Fig. 5, h). After this extremely long evolution per-
iod at low field, the overall intensity is low, but the shape and po-
sition of the lines still agrees with the hypothesis of long-lived E+

states.
Next, the intensities of lines corresponding to the long-lived

states were measured. One factor complicating exact quantifica-
tion is that the line intensities are dependent upon both the dipo-
lar relaxation rates as well as the rate of hydrogenation. If the
eld. The symbols indicate experimental measurements of the anti-phase intensities
the signal intensity and the horizontal are ±8 s. The solid lines show calculated bi-
lculated intensity was vertically scaled to match the experimental data visually. The

t low (top) and high (bottom) fields.
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hydrogenation reaction continues for an extended period of time,
then the signal intensity observed after a long delay will be sig-
nificantly influenced, thereby complicating any lifetime measure-
ments. In measuring the lifetime of the signal, we assume that
the hydrogenation reaction ceases within about 13-15s after the
sample is initially shaken. This is the minimum time required
in our experiments between the beginning of hydrogenation
and the acquisition of the spectra. To verify that ‘late’ hydrogena-
tion does not significantly influence the spectra, we conducted
pair of control experiments in which the reaction was quenched
after a few seconds by the addition of a few microliters of DCl
in D2O (30% w/v). This addition poisons the hydrogenation cata-
lyst and shuts off the reaction. The reaction yields and the signal
enhancements are about the same in the control experiment as in
all the other experiments, verifying our hypothesis that ‘late’
hydrogenation is not an important factor in the time evolution
of the spectrum.

The intensities of six lines at the spectral positions of the long-
lived spectrum are shown by symbols in Fig. 6. Accurate quantifi-
cation of data acquired at short evolution periods is problematic.
As was mentioned earlier, there is an inevitable delay between
the adiabatic transport and data acquisition. The total time re-
quired for the adiabatic transfer, together with certain hardware
delays, is about 8s. During this time the system is under the influ-
ence of relaxation processes in a varying magnetic field; we as-
sume that relaxation during this period does not qualitatively
modify our conclusions. In addition the reaction is fast, but not
instantaneous. Hence, it is impossible to accurately measure life-
time constants shorter than about 8-10 s. This technical difficulty
confined us to accurate measurement of the long decay constant
only. Recall that: (1) the behavior is, in principle, bi-exponential
and that (2) the previous results suggest that the magnitudes of
the two decay constants are very different. To access the lifetime
of the long-lived state the spectral intensities of the last 3 time
points (at 200s, 300s and 600s) were fitted to single exponential
decays and the average lifetime was found to be 144 ± 6 s. This is
a significant prolongation of the lifetime, as compared with the
T1 values at high field, which were measured to be 22 ± 2 s,
67 ± 11 s, and 19 ± 4 s for spins 1, 2, and 3, respectively. Proton 2
possesses a remarkably long relaxation time at high field because
of its relatively large spatial separation from the other protons.
From Fig. 2 the expected enhancement of the lifetime of the low-
field long-lived state compared with the standard T1 is about 2.8.
(The position of the model compound is marked by the square.)
The measured ratio is about 2. The deviation might stem from a
number of factors. In particular, the theoretical estimate includes
only the effects of intramolecular dipolar relaxation, and further-
more includes only the effects of the three strongly coupled pro-
tons, while neglecting the effects of the other 5 protons in the
molecule. In case of a long-lived state, intramolecular dipolar
relaxation is strongly suppressed, and the contributions of other
relaxation mechanisms become more evident. Moreover, the theo-
retical estimate employed the extreme narrowing limit, which may
lead to overestimation of the relaxation rates in high field and
hence an overestimate of the lifetime ratio. In addition, in deriving
geometrical parameters we have employed standard bond lengths
and angles, and not the exact structure of the ethyl acrylate, which
may also contribute to the discrepancies between observed and
calculated values.

To validate the model and the measurements further, the high-
field dipolar relaxation rates were calculated using molecular
geometry described earlier. Comparing these computed decay
rates to the experimentally measured T1 values yielded an estimate
of the correlation time sc. Next, using the estimated correlation
time and w� and w+ values calculated using h = 52.27�, k = 0.61
and w = �47.18�, the lifetimes of the long- and short-lived states
were estimated to be 218 s and 9 s, respectively. Given the various
uncertainties described earlier, the agreement with experiment is
satisfactory. In particular, the experimentally measured lifetime
is expected to be shorter than the calculated one, due to additional
relaxation mechanisms not included in the simple three-spin mod-
el. Using the theoretical values of the lifetimes, the time depen-
dence of the density matrix in low field (Eq. (14)) and the
spectral intensities listed in Table 1, the bi-exponential behavior
of the spectral lines was calculated. The results are shown in
Fig. 6 (solid lines). The agreement between the model and experi-
ment is acceptable, particularly at the later time points. The earlier
measurements are more prone to the experimental imperfections,
as discussed earlier, and, hence, deviate more from the calculated
curves. However, the overall behavior is bi-exponential and agrees
with the model.

Finally, a second control measurement was performed at high
field. The sample was adiabatically transported to high field imme-
diately after hydrogenation and was kept there for 300 s. The
resulting spectrum was compared with the analogous evolution
period at low field, and both are shown in the insert in Fig. 6.
The spectral intensities are much higher after evolution at low
field, indicating that much faster decay occurs at high field. Closer
inspection of the high-field spectrum shows that it still possesses a
non-equilibrium shape, albeit of a different nature than that seen
in the low-field spectra.
5. Conclusions

We have illustrated the preparation of a long-lived hyperpo-
larized state by means of parahydrogen-induced polarization
and analyzed the results in light of recently proposed dipolar
relaxation rules in low field. By storing the compound at low
field following hydrogenation, the lifetime of the hyperpolarized
signal can be significantly extended relative to the high-field T1

relaxation time.
These data qualitatively support the picture of long-lived states

in multi-spin systems that was presented in Ref. [26]. The selection
rule for intramolecular dipolar relaxation in combination with
‘bottlenecks’ in the relaxation process may give rise to long-lived
DSR states. We have shown that this model predicts the existence
of a long-lived j = 1/2 DSR state whose spectrum matches the spec-
trum that is observed at late times. The state was identified exper-
imentally and the measured lifetime was 144 ± 6 s, about 2 times
longer the longest T1observed in the system in the high field. The
exact lifetime of this state depends upon a number of parameters,
including the correlation time for the molecular tumbling and the
relaxation rate due to additional intra- and extra-molecular relax-
ation mechanisms. However, in spite of these uncertainties, the
main expectations of this model appear to be borne out by the
data.

The analysis presented here may help to develop a protocol for
the extension of signal lifetimes for in vitro and in vivo studies
using liquid hyperpolarized media. The spectral lineshapes depend
on the molecular structure and the experimental details of the
PHIP experiment. Hence, in the future, imaging sequences for these
agents can be tailored for better utilization of the hyperpolarized
signals. In addition, certain spectroscopic features of the experi-
ments could assist in the studies of hydrogenation reaction
mechanisms.
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Appendix 1

The low field Hamiltonian Eq. (4) can be diagonalized using a
basis set of eigenstates of the total spin angular momentum, jjm,Ei.
The j = 3/2 eigenstates correspond to the highest angular momen-
tum value and can readily be found:

j3=2;mi ¼ fjaaai; ðjaabi þ jabai þ jbaaiÞ=
ffiffiffi
3
p

; ðjabbi þ jbabi

þ jbbaiÞ=
ffiffiffi
3
p

; jbbbig:

These states are degenerate eigenstates of the Hamiltonian with en-
ergy E3=2 ¼ p

2 ðJ12 þ J13 þ J23Þ � p
2 J.

The three-spin system also possesses two j = 1/2 doublets. To
define these, we start with a set {j1/2,miA,j1/2,miB} which are
eigenstates of the total angular momentum, but not the Hamilto-
nian, Eq. (4). The choice of the set {j1/2,miA,j1/2,miB} is not unique.
We choose the ‘A’ state to have spins 2 and 3 to be in a singlet state,
and the ‘B’ state to be the orthogonal j = 1/2 state, which is thus de-
fined up to an overall phase:

j1=2;miA¼fðjaabi� jabaiÞ=
ffiffiffi
2
p

;ðjbabi� jbbaiÞ=
ffiffiffi
2
p
g

j1=2;miB¼fð2jbaai� jaabi� jabaiÞ=
ffiffiffi
6
p

;�ð2jabbi� jbabi� jbbaiÞ=
ffiffiffi
6
p
g

The j = 1/2 energy eigenstates of Hamiltonian in Eq. (4) can be ex-
pressed in terms of these states using a single mixing angle w:

j1=2;m; Eþi ¼ cos wj1=2;miA þ sin wj1=2;miB;
j1=2;m; E�i ¼ � sin wj1=2;miA þ cos wj1=2;miB
for m = 1/2, �1/2, with the eigenvalues

E� ¼
p
2
�J � 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J2

12 þ J2
13 þ J2

23 � J12J23 � J13J23 � J12J13

q� �

� p
2
ð�J � DÞ:

The mixing angle w is given by

tan w ¼ �J12 � J13 þ 2J23 þ Dffiffiffi
3
p
ð�J12 þ J13Þ

:

Appendix 2

In this appendix the transformation of the low field density ma-
trix elements into the high field elements in the adiabatic transfer
is derived for a three-spin system.
Aðk; hÞ ¼ 5
96

4þ 4
Q 3 �

4

Q 5=2 �
k3 þ 4k5 þ k8 þ Q 5=2½k3 � 4�

Q5=2k6
þ 8k½k3 þ 1� cos h� 3½1þ Q 5=2 þ k5� cos 2h

Q 5=2k3

( )

Bðk; hÞ ¼ 5
96Q 3k6

2Q3½1� k3 þ k6� � 4k6 þ Q 1=2k3 1þ 4k2 þ 4k3 þ k5 � 8kð1þ k3Þ cos hþ 3ð1� 2Q 5=2 þ k5Þ cos 2h
h in o

Cðk; hÞ ¼ � 5
16

ffiffiffi
3
p 1� 1

k6 þ
1þ 4k2 � 4k3 � k5 þ 8k½k3 � 1� cos h� 3½k5 � 1� cos 2h

2Q 5=2k3

( )
;

The m values are conserved in the transfer; hence we shall dis-
tinguish four groups of low field populations based on the m values
and ratios of the eigenvalues.

(i) the populations of the j3/2, ± 3/2i states, qlow
3=2;�3=2 � dðj3=2;

3=2ih3=2;3=2j þ j3=2;�3=2ih3=2;�3=2jÞ
(ii) the populations of the lowest energy eigenstates with
m = ±1/2, qlow

min � aðjj;1=2; Eminihj;1=2; Eminj þ jj;�1=2; Eminihj;
�1=2; EminjÞ

(iii) the populations of the intermediate energy eigenstates with
m = ±1/2, qlow

int � bðjj;1=2; Eintihj;1=2; Eintj þ jj;�1=2; Eintihj;
�1=2; EintjÞ

(iv) the populations of the higest energy eigenstates with
m = ±1/2, qlow

max � cðjj;1=2; Emaxihj;1=2; Emaxj þ jj;�1=2; Emaxihj;
�1=2; EmaxjÞ

Note that while for the energies of the j = 1/2 states the relation
E+ > E� is always true, the energy of the j = 3/2 states can be lower
or higher than the eigenvalues of the j = 1/2 states, depending on
the signs of the scalar couplings. Hence, a, b, c can correspond to
any of the m = ±1/2 states.

The m value has to be preserved throughout the transfer. We as-
sume that during the adiabatic transfer the eigenvalues remain
distinct throughout the whole transition period. Hence, the order
of the eigenstates is preserved. Assuming that j-couplings are
much smaller than the chemical shift differences in high field,
the high field eigenstates are given by the product states. Without
the loss of generality we shall assume that d1 > d2 > d3. The identi-
ties jaihaj = (1/2 � Iz) and jbihbj = (1/2 + Iz) are used to derived the
high field density matrix in terms of spin operators. Using the
above notation we obtain the following traceless parts of the den-
sity matrix in the high field:

(i) qlow
3=2;�3=2 ! d I1

z I2
z þ I1

z I3
z þ I2

z I3
z

	 

(ii) qlow

min ! a �I1
z I3

z þ 1
2 ðI

3
z � I1

z Þ
	 


(iii) qlow
int ! b �I1

z I2
z þ I1

z I3
z � I2

z I3
z

	 

(iv) qlow

max ! c �I1
z I3

z � 1
2 ðI

3
z � I1

z Þ
	 


For example, Eq. (10) in the text can be obtained for the case when
jj,1/2,Emini = j1/2,1/2,E�i, jj,1/2, Einti = j1/2,1/2,E+i and jj,1/2,
Emaxi = j3/2,1/2i (similar for m = �1/2). In this case d = c = q3/2,
a = q� and b = q+.

Other cases with different order between the eigenstates in the
low field can be treated similarly, making suitable substitutions for
a, b, c, d.

Appendix 3

The dimensionless functions w� and w+ referred to in the text
are given by:

wþ �
1

10
Aðk; hÞ þ Bðk; hÞ cos 2wþ Cðk; hÞ sin 2w½ �

with
where Q = 1 + k2 � 2kcosh.
In addition, w� and w+ are connected through the

transformation:

w�ðk; h;wÞ ¼ wþ k; h;w� p
2

	 

:
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